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9.1 INTRODUCTION

Biometric identification makes use of the physiological or behavioral characteristics
of people, such as fingerprint, iris, face, palmprint, gait, and voice, for personal identi-
fication [1], which provides advantages over nonbiometric methods such as password,
PIN, and ID cards. Its promising applications as well as the theoretical challenges
have gotten its heated attraction from the last decade.

Face recognition is a natural, nonintrusive and easy way for biometrics and has
been one of the most popular techniques. However, most current face recognition
systems are based on face images captured in visible light spectrum, which are com-
promised in accuracy by changes in environmental illumination. The near-infrared
(NIR) face image-based recognition method [2–4] overcomes this problem. It is shown
to be invariant to the changes of the visible lighting and hence is accurate and robust
for face recognition.

Recent research [5–9] has pointed out that multimodal biometric fusion can sig-
nificantly improve the performance of the system due to the complementary informa-
tion from different modalities helpful for classification. There exists various methods
for multimodal fusion. Brunelli and Falavigna [10] proposed a person identification
system based on voice and face, using a HyperBF network as the best performing
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fusion module. Kittler et al. [11] proposed a face and voice multimodal biometric
system and developed a common theoretical framework for combing classifiers in
reference 5 with several fusion techniques including sum, product, minimum, and
maximum rules, where the best combination results are obtained for a simple sum
rule. Hong and Jain [6] proposed an identification system based on face and fin-
gerprint, where fingerprint matching is applied after pruning the database via face
matching. Ross et al. [12] combined face, fingerprint, and hand geometry biomet-
rics with sum, decision tree, and linear discriminant-based methods, where the sum
rule achieves the best. Wang et al. [13], Son and Lee [14], and Chen and Chu [15]
developed face and iris multimodal biometric systems, and different fusion meth-
ods were investigated. Kumar et al. [16] described a hand-based verification sys-
tem that combined the geometric features of the hand with palmprints at the feature
and matching score levels. Li et al. [9] proposed a systematic framework for fusing
2D and 3D face recognition at both feature and score levels, by exploring syner-
gies of the two modalities at these levels and achieved good performance in large
database. Chang et al. [7] combined ear and face biometrics with an appearance-
based method. Ribaric and Fratric [8] described a biometric identification system
based on eigenpalm and eigenfinger features, with fusion applied at the matching score
level.

In this chapter we present a near-infrared (NIR) face-based approach for multi-
modal biometric fusion. The motivations for this approach are the following: (1) NIR
face recognition overcomes problems arising from uncontrolled illumination in visible
light (VL) image-based face biometric and achieves significantly better results than
VL face; and (2) the fusion of NIR face with VL face or iris biometrics is a natural
way for multibiometrics, because it is either face-based (NIR face + VL face) or
NIR-based (NIR face+ irais).

The NIR face is fused with VL face or iris modality at the matching score level.
As for score level fusion, there are two common approaches. One is to treat it as a
combination problem, in which the individual matching scores are combined accord-
ing to some rule such as sum rule, max rule, or min rule to generate a single scalar
score. The others is to formulate it as a classification problem, such as LDA [12] or
a power series model (PSM)-based method [17]. The latter needs to be learned in a
training set.

We evaluate these fusion methods on real large multimodal databases we col-
lected, in which NIR face and VL face or iris image for one subject are captured
simultaneously by our own image capture device. The NIR database is publicly avail-
able on the web [18]. The experimental results show that the learning-based fusion
methods such as LDA and PSM are comparatively better than other conventional
methods.

The rest of this chapter is organized as follows: Section 9.2 briefly introduces the
near-infrared face recognition and describes the fusion of NIR face with VL face and
the fusion of NIR face with iris modality respectively. Section 9.3 describes several
fusion methods. The experimental results and discussions are presented in Section 9.4,
and in Section 9.5 we conclude the chapter.
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Figure 9.1. The capture device of NIR face images.

9.2 NIR FACE-BASED MULTIBIOMETRICS

9.2.1 NIR Face Recognition

The NIR face image is taken using the device shown in Figure 9.1, composed of NIR
LEDs, an NIR camera, and a color camera. The NIR LED lights are approximately
coaxial to the lens direction. For NIR camera, to minimize ambient lights in visible
spectrum, a long-pass optical filter can be used with the lens to cut off visible light
while allowing NIR light to pass. We choose a filter such that ray passing rates are
0%, 50%, 88%, and 99% at the wavelength points of 720, 800, 850, and 880 nm,
respectively. The filter cuts off visible environmental lights (< 750 nm) while al-
lowing 80–90% of the 850-nm NIR light to pass. Such NIR image is captured in a
good condition regardless of visible lights in the environment and encodes intrinsic
information of the face, subject only to a monotonic transform in the gray tone [2].
Based on this, we use local binary pattern (LBP) features further to compensate for
the monotonic transform, thus deriving an illumination invariant face representation
for face recognition.

LBP is introduced as a powerful local descriptor for microfeatures of images [19].
The LBP operator labels the pixels of an image by thresholding the 3 × 3 neighbor-
hood of each pixel with the center value and considering the result as a binary number
(or called LBP codes). An illustration of the basic LBP operator is shown in Figure 9.2.
Note that the binary LBP code is circular.

Figure 9.2. Calculation of LBP code from 3 × 3 subwindow.
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Input: Sequence of N weighted examples:
{(x1, y1), (x2, y2), . . . , (xN, yN )};
Initialize: wi = 1

N
, i = 1, 2, ..., N, F (x ) = 0

Integer T specifying number of iterations;
For t = 1, . . . , T

(a) Fit the regression function ft (x ) by weighted least squares of yi to xi with
weights wi .
(b) Update F (x ) ← F (x ) + ft (x )
(c) Update wi ← wi e

−yi ft (xi ) and renormalize.

Output: the final classifier, sign[F (x )] = sign[
∑T

t=1 ft (x )]

Figure 9.3. Gentle AdaBoost algorithm in reference 19.

LBP histograms over local regions provides a more reliable description when the
pattern is subject to alignment errors. Hence, in our work a histogram of the base LBP
codes is computed over a local region centered at each pixel, and it is considered as a
set of individual features. The original LBP feature pool is of high dimensionality. Not
all of them are useful or equally useful, and some of them may cause a negative effect
on the performance. Therefore, we adopt the following AdaBoost algorithm [19] to
select the most discriminative and complementary features and construct the powerful
classifier for face recognition.

AdaBoost iteratively learns a sequence of weak classifier ft(x) and linearly com-
bines them to construct a strong classifier F (x). At each iteration, a weak classifier
ft(x) is chosen to minimize the weighted squared error Jwse =

∑N
i=1 wi(yi − ft(xi))2.

Biometric recognition is a multiclass problem, whereas the above AdaBoost
learning is for two classes. To deal with this problem, we take the similar measure
in reference 20 to construct intrapersonal and extrapersonal classes to convert the
multiclass problem into a two-class one. Here, instead of deriving the intra- or extra-
personal variations using difference images as in reference 20, the training examples
for our learning algorithm is the set of differences between each pair of LBP histogram
features at the corresponding locations. The positive examples are derived from pairs
of intrapersonal and the negative from pairs of extrapersonal differences.

With the two-class scheme, the face matching procedure will work in the follow-
ing way: It takes the probe face image and a gallery face image as the input, computes
a difference-based feature vector from the two images, and then calculates a similarity
score for the feature vector using some matching function. A decision is made based
on the score, to classify the feature vector into the positive class (coming from the
same person) or the negative class (different persons).

9.2.2 Fusion with VL Face

It may be advantageous to combine information contained in different face modal-
ities to overcome limitations in single face data so as to improve the performance
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of system. Several methods have been proposed to combine information from
multiface modalities to achieve higher performance. Heo and co-workers [21] present
two approaches to fuse thermal infrared (TIR) and visible light (VL) face images. One
is to average image pixels of the two modalities, and the other is to fuse them at the
decision level. In references 22 and 23, the 2D and 3D face information is dimen-
sionally reduced, then a classifier is built and the scores are fused by sum rule. Pan
and coworkers 24 capture 31 different multispectrum face images to be fused for
recognition and obtain a good result. However, the image capture devices of TIR face
images, 3D face images, and multispectrum face images are all complex and expen-
sive, which is disadvantageous for practical application. The proposed modalities,
NIR and VL face images, due to its complementary information and the low-cost
image acquisition, may be a good choice for the fusion.

Figure 9.4 illustrates the block diagram of the fusion framework of NIR and
VL multimodal faces at the score level. The input is a pair of NIR and VL face

Figure 9.4. Algorithm structure for score fusion of NIR face and VL face.



230 Chapter 9 Multimodal Biometrics Based on Near-Infrared Face Recognition

images. After face and eye detection processes, the NIR and VL faces are cropped
and normalized to a pre-fixed size. The LBP features for NIR and VL are then extracted
and fed into the NIR and VL face recognition engines (e.g., AdaBoost classifiers),
respectively, to produce two scores for NIR and VL. Finally, the two matching score
are fused according to some rule and compared to a threshold to make the final
decision.

In this paper, VL face recognition uses the same recognition algorithm as NIR,
in which AdaBoost learning [25] is used to construct a powerful classifier based on a
Local Binary Pattern (LBP) representation [19].

9.2.3 Fusion with Iris

Fusing NIR face and iris modality is another choice for NIR face-based multimodal
biometrics, and it brings the following advantages [26]. (1) The NIR face and iris
images can be acquired simultaneously by an improved commercial digital camera.
(2) The NIR face and iris contain different or complementary information for recog-
nition, so that the total error rate (the sum of false accept rate and false reject rate) is
known to go down [27]. (3) It reduces spoof attacks on the biometric system because
of the difficulty in making fake iris images.

For iris recognition, we adopt the well-known algorithm of Daugman [28], which
includes the following four steps. (1) It is necessary to localize the inner and outer
boundaries of the iris precisely and to detect and exclude the eyelids if they intrude.
(2) The portion of the image corresponding to the iris is translated into a normal-
ized form, so that possible dilation of the pupil does not affect the system. (3) The
feature extraction process is completed by the use of 2D Gabor wavelets to perform
a multiscale analysis of the iris. The information about local phase, coded with two
bits corresponding to the signs of the real and imaginary parts, is obtained, which
is a 256-byte IrisCode. (4) Similarity scores are obtained by computing a hamming
distance between two IrisCodes.

In this chapter, NIR face and iris modalities are acquired using a single high-
resolution camera with active frontal NIR lighting. This not only is a natural way for
face and iris multimodal biometrics, since both NIR face and iris need active NIR
nodality, but also brings convenience to the user. Figure 9.5 summarizes the structure
of the algorithms of NIR face and iris biometrics fusion using a single high-resolution
NIR face image. The input is a high-resolution NIR face image. The face and eyes
are localized accurately using a face and eye detection algorithm [2]. After that,
the left and right irises are segmented from the face, and both the face and irises
are normalized into a pre-fixed sizes. The facial LBP features and iris Gabor fea-
tures are extracted and fed into NIR face and iris recognition engines respectively to
be compared to the corresponding templates. Finally, the three matching scores are
fused following some rule, and they are compared with a threshold to make the final
classification.
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Figure 9.5. Algorithm structure for score fusion of face, left iris, and right iris.

9.3 METHOD OF MULTIBIOMETRICS FUSION

The NIR face biometric is fused with VL face or iris modality at score level. There
are two common approaches for fusion at the matching score level: (1) Treat it as a
combination problem, in which the individual matching scores are combined follow
some rule such as sum rule, max rule, min rule, and so on, to generate a single scalar
score and the other is to formulate it as a classification problem, such as the LDA-
and PSM-based method.

Suppose we have M scores from M biometric modalities corresponding to one
sample pair. The sum rule outputs the summation of the M scores. The min rule
outputs the minimum value of the M scores, and the max rule outputs the maximum
value of the M ones.

For the LDA-based method, the M scores are formulated as a M-dimension
vector. The sample pairs are divided into two classes of intra and extra which denote
the samples from the same persons and different persons, respectively. The purpose
of LDA is to find an optimal projective direction that maximizes the between-class
scatter while it minimizes the within-class scatter. The LDA-based method can be
essentially considered as a weight sum rule.

Recently, Toh [17] proposed a power series model (PSM)-based fusion method.
If we denote the scores from M biometric modalities of one sample pair as s̄ =
(s1, s2, . . . , sM), where sk, k = 1, . . . ,M, is the kth score corresponding to the kth
modality, then a power series model is constructed as

f (α, s̄) = α0 +
R∑
r=1

M∑
m=1

αr,ms
r
m, (9.1)

where f (α, s̄) is the fusion score, α0 and αr,m are the model parameters to be deter-
mined, and R is the order of PSM. There are totally K = 1 + RM parameters. The
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above power series model can be rewritten by matrix formulation

f (ᾱ, s̄) =
K−1∑
k=0

αkpk(s̄) = p̄(s̄) · ᾱ, (9.2)

where p̄(s̄) = [p1(s̄), p2(s̄), . . . , pK(s̄)] and p̄k(x) is a row vector corresponds to a
power basis expansion term. ᾱ = [α1, α2, . . . , αK]T denotes the parameter vector to
be estimated.

Specifically, if R = 1, Eq. (9.1) equals

f (ᾱ, s̄) = α0 +
M∑
m=1

αmsm. (9.3)

As α0 is a constant, the PSM can be considered as the weight sum rule. Moreover, if
we have αm = 1, α0 = 0, the PSM will be degenerated into sum rule.

We can use least square to estimate the parameter ᾱ = [α1, α2, . . . , αk]T , by
minimizing the loss function:

J(ᾱ) = 1

2
‖ȳ − Pᾱ‖2

2, (9.4)

where ‖ • ‖2 denotes the Euclidean distance,

P =

⎡⎢⎢⎢⎢⎣
p1(s̄1) p2(s̄1) · · · pK(s̄1)

p1(s̄2) p2(s̄2) · · · pK(s̄2)
...

...
. . .

...

p1(s̄n) p2(s̄n) · · · pK(s̄n)

⎤⎥⎥⎥⎥⎦
and ȳ = [y1, y2, . . . , yn]T , where yi ∈ {1, 0} is the class label which denotes the
sample pair from the same person or different persons.

The solution of Eq. (9.4) can be obtained as

ᾱ = (PTP)−1PT ȳ (9.5)

Given a testing sample s̄t as input, we can get

ft = f (ᾱ, s̄t) = p̄(s̄t) · ᾱ, (9.6)

where ᾱ is computed in Eq. (9.5). Assuming a threshold τ, the matching result of s̄t
can then be determined as {

s̄t ∈ w1 if ft ≥ τ,

s̄t ∈ w0 if ft < τ.
(9.7)
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Figure 9.6. Typical VL face examples (upper) and NIR face examples (lower) in database.

9.4 EXPERIMENTS

9.4.1 Databases

To evaluate the performance of the proposed multimodal fusion in real-world appli-
cations, real multimodal databases are built for two fusions.

(a) Database for NIR Face and VL Face. For the fusion of NIR and VL
face, the capture device consists of two CMOS cameras. One is for the NIR image
and the other is for the VL image, with resolution of 640*480 (in pixel). Therefore,
a pair of NIR and VL face are captured from one object simultaneously.

All the face images are taken near-frontal but in an uncontrolled indoor environ-
ment with varying pose, expression, and lighting. Some examples of typical NIR
and VL face pairs in the database are shown in Figure 9.6. Both NIR and VL face
images are then cropped into 144 × 112 according to the eye coordinates detected
automatically. Figure 9.7 shows some examples of the cropped images.

Figure 9.7. Cropped VL face examples (upper) and NIR face examples (lower) in database.
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The NIR and VL face database is composed of 3940 pairs of images from 197
subjects, with 20 pairs per person. All the images are divided into training set and
test set randomly. The training set includes 3000 pairs of images from 150 subjects,
while the test set includes the left 940 pairs of images from 47 subjects. So the
training set and the testing set have no intersection of persons and images either.
In the training phase, we construct the AdaBoost classifiers for NIR and VL face
modalities respectively and utilize the training set for LDA and PSM learning based
fusion. In testing phase, each input NIR face and VL face image pair is matched with
all of the other image pairs in the test set. This generates 47 × C2

20 = 8930 intraclass
(positive) and 20 × 20 × C2

47 = 432, 400 extra-class (negative) samples.

(b) Database for NIR Face and Iris. To capture a high-resolution
image including face and iris information sufficiently, we use a 10-megapixel CCD
digital camera with up to 3648 × 2736 pixels. The camera is placed about 60–80 cm
away from the subject. Around the camera lens, active NIR LED lights of 850 nm are
mounted to provide frontal lighting. We use a band-pass optical filter on the camera
lens to cut off visible light while allowing NIR light to pass.

An NIR face + iris database is built containing 560 high-resolution (2736*3648
pixels) NIR images. It includes 112 subjects of 55 females and 57 males, aged from
17 to 35, with 10 images for 76 subjects and 5 images for other 34 subjects. Figure 9.8

Figure 9.8. A high-revolution face image and separated face and both iris images. (a) High
resolution NIR face images. (b) NIR image segmented from (a). (c) Left iris segmented from (a). (d)
Right iris segmented from (a).
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Table 9.1. Relationship Between GAR and the Order of the Power Series Model on
Training Data

R 1 2 3 4 5 6 7

GAR(%) (FAR = 0.1%) 95.6 94.9 95.7 95.9 94.8 95.4 95.7
EER(%) 1.21 1.35 1.17 1.11 1.33 1.20 1.16

shows some examples of face images and the segmented iris parts. The training set
includes 250 images from 50 subjects. The test set includes 310 images from 62
subjects, which are totally different from the subjects of the training set.

9.4.2 Results

9.4.2.1 Results for NIR Face and VL Face Fusion

For PSM-based fusion, the parameter orderR influences the performance of the fusion
algorithm, so it needs to be optimized first. To determine the value of parameter R,
we use the training set to evaluate the performance of varying the value of parameter.
Table 9.1 shows the genuine acceptance rate (GAR) when the false acceptance rate
(FAR) is at 0.1% and the equal error rate (EER) is at various values of R.

From the result, we can see that the PSM-based fusion method achieves the lowest
error rate when R is 4 in the training set. Therefore, in the following experiments, we
choose R = 4 for the PSM-based method.

In this experiment, AdaBoost classifier is used in both NIR and VL face recogni-
tion. The output score of AdaBoost is a posterior probabilityP(y = +1|x) that ranges
from 0 to 1. Thus both output scores of NIR and VL face classifiers are well normal-
ized in [0, 1] by AdaBoost, and no further score normalization process is needed when
fusing them. We compare six score-level fusion methods: PSM [17], LDA [29], sum
rule, product rule, min rule, and max rule [30]. Table 9.2 shows the match results of

Table 9.2. GAR and EER for Score Fusion of NIR Face and VL
Face

GAR(%) (FAR = 0.1%) EER(%)

PSMSF 93.2 1.84
LDA 92.2 1.94
SUM 91.7 2.80
PRODUCT 91.7 2.81
MIN 89.4 4.56
MAX 90.7 2.04
NIR 90.1 2.34
VIL 84.0 5.27
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Figure 9.9. ROC curves for score fusion of NIR face and VL face.

six fusion methods and two single modalities, and Figure 9.9 shows the corresponding
ROC curves.

9.4.2.2 Results for NIR Face and Iris Fusion

In this section we use the AdaBoost classifier trained from the above experiment for
NIR face recognition and construct iris classifier using the method in reference 31.
The method to chooseR is the same as fusion of NIR and VL face and the determined
value of R is 3 for the NIR face and iris fusion.

Since the face matching scores and iris matching scores are not in common
domain, we need to normalize the scores from different modalities first. Three com-
mon normalization methods—min-max, Z-score, and tanh-score normalization—are
used and compared in the experiments. Table 9.3 shows the match results for six fu-
sion methods and three single modalities with three different normalization methods,
and Figure 9.9 shows the corresponding ROC curves with different normalization
methods.

9.4.3 Discussions

From the experimental results, we can observe that in most cases, fusion of NIR
with VL faces and fusion of NIR face with iris modality can improve the recognition



Table 9.3. GAR and EER for Score Fusion of NIR Face and Iris

GAR(%) (FAR = 0.1%) EER(%)

Min–Max Z-Score Tanh Min–Max Z-Score Tanh

PSM 98.9 98.9 98.9 0.39 0.39 0.39
LDA 98.6 98.6 98.4 0.44 0.52 0.53
SUM 98.3 97.8 97.8 0.67 1.19 1.20
MIN 88.8 97.7 97.7 1.61 0.46 0.46
MAX 91.4 92.0 92.0 5.34 5.52 5.53
NIR face 88.2 88.2 88.2 1.59 1.59 1.59
Left-iris 91.1 91.1 91.1 3.99 3.99 3.99
Right-iris 91.8 91.8 91.8 5.08 5.08 5.08

Figure 9.10. ROC curves for score fusion of NIR face and iris with three normalization methods:
((a) min–max, (b) Z-score, (c) Tanh.)
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accuracy compared to any single modality performance, which proves the effective-
ness of multimodal biometrics. The learning-based fusion methods such as LDA
and PSM achieve better results than other methods, and the PSM-based method has
achieved the best performance in all the cases. In the case of fusion of NIR and VL
faces, the genuine accept rate (GAR) increases from 90.1% (NIR face) to 93.2%; and
in the case of fusion of NIR face and iris biometric, the GAR increases from 88.2%
(NIR face) to 98.9%. Moreover, comparing the results in NIR face and iris fusion, it
can be seen that the PSM- and LDA-based methods have similar results with differ-
ent score normalization methods, while the performance of some of the conventional
methods such as min or max rule may fluctuate a little large. This indicates that the
learning-based PSM and LDA methods are more robust to normalization methods
and hence more suitable in practical applications.

9.5 CONCLUSIONS

In this chapter we explore synergies of NIR + VL faces and NIR face + iris by
proposing an NIR face-based approach for multibiometrics. The NIR face is fused
with VL face or iris in a natural way. This approach takes the advantages of recent
progress in NIR face recognition, and it further improves the performance of biometric
systems. Experimental results show that both the fusion of NIR + VL face and NIR
face + iris can significantly improve the system performance in real databases. The
learning-based methods such as LDA- and PSM-based fusion achieve the best results
and are robust to score normalization, thus they are practical in real applications.
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